
28th August 2024
William Bragg (GR.25)

16.00 – 18:00

• Dr Colin Paterson - That can’t be 

right? Making decisions in an 
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Time Topic

16:05 Guest Speaker: Dr Colin Paterson

16:55 Food

17:05 Articulate

17:55 Close + Optional Networking at a Pub
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Bard: A Large Language Model

Photo by Andrea De Santis on Unsplash

Colin Paterson is a Lecturer in Computer Science at the University of York. He received his PhD in 

Computer Science from the University of Edinburgh in 1997. His research interests include probabilistic 

model checking, operational processes, process mining, and control systems engineering. He is also the 

Director of the Institute for the Governance of Innovation in the Global Economy (IGGI).

Here is a summary of his work experience and education:

• Education:

• PhD in Computer Science, University of Edinburgh, 1997

• MSc in Computer Science, University of Edinburgh, 1995

• BSc in Computer Science, University of Glasgow, 1993

• Work Experience:

• Lecturer in Computer Science, University of York, 2022-Present

• Research Fellow, University of York, 2021-2022

• Technical Director, RSM Bentley Jennison, 2000-2021

Here are some of his notable publications:

• Paterson, C., & Lane, J. (2000). Probabilistic model checking of real-time systems. IEEE Transactions on 

Software Engineering, 26(1), 51-65.

• Paterson, C., & Neil, M. (2004). Process mining for business process improvement. IEEE Transactions on 

Knowledge and Data Engineering, 16(10), 1266-1280.

• Paterson, C., & Holcombe, M. (2008). Control systems engineering with probabilistic model checking. 

IEEE Transactions on Automatic Control, 53(1), 15-27.

Paterson is a highly respected researcher in the field of computer science. His work has made significant 

contributions to the areas of probabilistic model checking, operational processes, process mining, and 

control systems engineering. He is also a passionate educator and mentor, and has made a significant 

impact on the lives of his students.

Who is Colin Paterson at the University of York?

https://unsplash.com/@santesson89?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/s/photos/Artificial-intelligence?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
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Correct

Incorrect

(ish)

Old Data

Strange timeline!

Newest publication 15 
years old.

https://unsplash.com/@santesson89?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/s/photos/Artificial-intelligence?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText


6

My journey
1983

1987 - 96
Coventry University. BEng, PhD Control Systems Engineering. 
Temporary Lectureship, First RA Post (Leicester)

Working in industry. dot-com boom. Technical Director 
of an IT consultancy. Then self-employed.

2011 - 14 

Photo by Andrea De Santis on Unsplash

Failed my A levels and went to work in a large insurance company 
as a computer programmer. Apple ][.

1996 - 11

Teacher of ICT in secondary schools.

2014 - 
University of York. PhD Computer Science. RA, RF, 
Lecturer, Senior Lecturer.

https://unsplash.com/@santesson89?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/s/photos/Artificial-intelligence?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
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My Work

Reimagining Trustworthy 
Autonomous Systems (TAS) 

with Young people

Evacuation planning using 
Social Media to update models 

at run-time

Identifying unusual behaviours 
in operational processes

Decision Making under 
uncertainty for Mobile 
Autonomous Systems

Assurance of ML for 
Autonomous Systems in 

Safety-Critical Applications

Specification of Social Legal 
Ethical Empathetic and Cultural 

Requirements for TAS

AI 
Safety

All icons from www.flaticon.com

Autonomous Systems for the 
monitoring of forest health

Co-Director for training
SAINTS CDT
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Just pick the correct model!
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OMNI
● Modeling Operational Processes

● Probabilistic Models using CTMC
● Assume Exponential Holding Time
● Mathematically convenient
● Formal Verification - Mathematical 

Proof
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OMNI
Exponential Distributions

Average time for kettle to boil = 180s

p(t<180) = 0.63
p(t<240) = 0.74
p(t<10)   =  0.05
p(t<1)     = 0.006
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OMNI

Both of these 
approximations are 
learnt from data.
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OMNI
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OMNI
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OMNI
Models come with assumptions.

If your models don’t match your purpose then you can “prove” 
things which are blatantly untrue. 

Averaging is a blunt tool and in safety critical cases it can be 
dangerous. 

“All models are wrong, but some are useful” George Box.
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Just involve experts!
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COPE
AIM : Plan for evacuating 
people when there has 
been a natural disaster 
and resulting civil unrest.

Context : Rapidly 
evolving, up to date 
information on social 
media.



19

COPE
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COPE

Abstract the problem 
and model as an MDP. 
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COPE

Requires expert 
opinion.
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COPE
Human in the 
loop.
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Advisory AI & Accountability

Complexity AI Human Outcome Blame

Low Correct Agree Success None

High Incorrect Disagree Success None

High Incorrect Agree Failure ?

High Correct Disagree Failure Human

You wouldn’t 
know this?

Causation?



24

The people problem

Photo by Andrea De Santis on Unsplash

1. Designers of AI can focus too 
much on the technology rather 
than the wider systems into 
which they are to be deployed.

2. If people don’t like the way that 
a system works they will find a 
way to work around it 
invalidating any design 
assumptions.

https://unsplash.com/@santesson89?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/s/photos/Artificial-intelligence?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://www.iotworldtoday.com/transportation-logistics/human-error-causes-99-of-autonomous-vehicle-accidents-study
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COPE
The system relies on getting expert opinion for events 
which have never happened before.

Probability as degree of belief : 
https://plato.stanford.edu/entries/probability-interpret/#SubPro 

How can we incorporate expert opinion when the 
experts don’t know with any certainty?
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Just follow the specification!
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Norms:

SOCIAL
LEGAL
ETHICAL
EMPATHETIC
CULTURAL
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Norms:

SOCIAL
LEGAL
ETHICAL
EMPATHETIC
CULTURAL

Example Context

SLEEC
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SLEEC

Rule Elicitation Process
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SLEEC Concerns
When the user tells the robot to open the curtains, then the robot should 
open the curtains.

Might this rule conflict 
with another norm?

Norms:

SOCIAL
LEGAL
ETHICAL
EMPATHETIC
CULTURAL
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SLEEC Concerns
When the user tells the robot to open the curtains, then the robot should 
open the curtains.

When the user tells the robot to open the curtains then the robot should 
open the curtains, UNLESS the user is ‘undressed’ in which case the robot 
does not open the curtains and tells the user ‘the curtains cannot be opened 
while you, the user, are undressed’.

Might this rule conflict with 
another norm?

SOCIAL
LEGAL
ETHICAL
EMPATHETIC
CULTURAL
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SLEEC Concerns
When the user tells the robot to open the curtains, then the robot should 
open the curtains.

When the user tells the robot to open the curtains then the robot should 
open the curtains, UNLESS the user is ‘undressed’ in which case the robot 
does not open the curtains and tells the user ‘the curtains cannot be opened 
while you, the user, are undressed’.

When the user tells the robot to open the curtains then the robot should 
open the curtains, UNLESS the user is ‘undressed’ in which case the robot 
does not open the curtains and tells the user ‘the curtains cannot be opened 
while you, the user, are undressed,’ UNLESS the user is ‘highly distressed’ in 
which case the robot opens the curtains.
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SLEEC
Getting the ground truth can be hard.

Experts often disagree.

Guidance is not consistent.

Can we be sure that our set of objectives and 
constraints will be accepted in all likely contexts?
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SAINTS
Life-long safety of AI: Safety-driven 

design and training for evolving contexts; 

testing for open and uncertain operating 

environments; safe retraining and 

continual learning; proactive monitoring 

procedures and dynamic safety cases; 

ongoing assurance of societal and ethical 

acceptability.

Safety of increasingly autonomous AI: 

Understanding human-AI interaction to 

design safe joint cognitive systems; the 

assurance of safe transition between 

human and AI control; achieving effective 

human oversight and AI explainability; 

preserving human autonomy and 

responsibility.



36

Assuring safety

Photo by Andrea De Santis on Unsplash

Some points to note:

• Safety is not something that can be bolted on after 
the event.

• Safety is a systems level issue. We can not say a 
machine learnt algorithm is, in itself, safe.

• We are always working within constraints, and we 
are looking to develop systems which achieve 
acceptable levels of safety.

https://unsplash.com/@santesson89?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/s/photos/Artificial-intelligence?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
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Assuring Safety

Guidance on the Assurance of Machine Learning in Autonomous Systems (AMLAS) : Hawkins, R., Paterson, C. et al. 

We build a safety argument using 
a structured pattern with explicit 
assumptions and a specified 
context.

We use evidence from each stage 
of the development process to 
support the claims being made.

Arguments may rely on sub 
claims and  arguments.
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Uncertainty, Time and Trade-offs. Safe Decision-making for mobile Autonomous Systems.
Hasan Bin Firoz, Dr. Colin Paterson, Dr. Richard Hawkins
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Uncertainty, Time and Trade-offs. Safe Decision-making for mobile Autonomous Systems.
Hasan Bin Firoz, Dr. Colin Paterson, Dr. Richard Hawkins

Designing 
everyblock requires 
us to consider the 
sources, and 
mitigation strategy, 
for uncertainty.
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Uncertainty, Time and Trade-offs. Safe Decision-making for mobile Autonomous Systems.
Hasan Bin Firoz, Dr. Colin Paterson, Dr. Richard Hawkins
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When we’re asked to be accountable for the 
decisions we make we need to understand our 
decision making process better and the question the 
assumptions upon which our decisions depend.

Making decisions is hard, justifying them is harder, 
dealing with the consequences of bad decisions 
harder still.
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Thank you
AI 'godfather' Yoshua Bengio 

feels 'lost' over life's work

One of the so-called "godfathers" of 

Artificial Intelligence (AI) has said he 

would have prioritised safety over 

usefulness had he realised the pace at 
which it would evolve. BBC News June 2023

https://www.bbc.co.uk/news/technology-65760449
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SLEEC Proxy Mapping



Time for a 

break!



Medical and AI Articulate



Articulate

• In groups split into 2 play Articulate

• The goal is to explain what the piece of  paper says 
without saying the word(s) on the paper

• The team that guesses right first wins a point (they can 
have the piece of  paper as the counter)



Next month:

Wednesday 25th September

Speaker: Xinyi Wang – Brain MRI Segmentation

Location: TBC



Fancy more networking?
Head over to the Pub
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